Analysis of drinking behavior of beef cattle using computer vision
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Abstract

Monitoring the drinking behavior of animals is of great importance for livestock farming. Measuring drinking time is labor demanding and thus, it is still a challenge in most livestock production systems. Computer vision technology using a low-cost camera system can be useful in overcoming this issue. Therefore, the aim of this research was to develop a computer vision system for monitoring beef cattle drinking behavior. A data acquisition system, including an RGB-D camera and an ultrasonic sensor was developed to record the beef cattle drinking actions. We developed an algorithm for tracking the beef cattle key body parts, such as head-ear-neck position, using a state-of-the-art deep learning architecture DeepLabCut. The extracted key points were analyzed using a Long Short-Term Memory (LSTM) model to classify drinking and non-drinking periods. A total of 70 videos were used to train and test the model and 8 videos were used for validating purposes. During the testing, the model achieved 97.35% accuracy. The results of this study will guide us to meet the immediate needs and expand farmers’ capability in monitoring animal health and well-being.
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Introduction

The US is the land of the biggest yearly beef production, the third-biggest cattle herd, and the largest fed-cattle industry globally, producing $66.2 billion in gross income in 2019 (Martinez et al., 2021). In the US, heat stress is one of the major challenges in cattle production and management. Due to heat stress, cattle experience health problems as well as lower meat production, resulting in great economic losses to cattle farmers (Tsai et al., 2020). Based on previous studies, heat stress may also affect daily activity, including drinking and feeding (Tuan et al., 2022). Detecting this problem at an initial phase provides early care for the presence of clinical signs of disease related to the particular disease. Automatic disease detection would be a promising way to detect clinical signs at an early stage. Conventionally, direct contact (i.e., attaching sensors to animal bodies) has been the primary method of monitoring animal behavior (González et al., 2015; Smith et al., 2016). However, this method faces limited sampling frequency, low accuracy, and inconsistency problems (Guo et al., 2020). To overcome those issues, computer vision techniques can be used to identify and classify specific animal behaviors (Jorquera-Chavez et al., 2019; Li et al., 2022). Therefore, in recent years, animal video analysis or phenotyping has been examined to monitor the animal behavior and health of beef cattle (Gonzalez et al., 2016; Guo et al., 2020).

Different deep-learning techniques have been developed to automate animal behavior detection methods using computer vision and video analysis technology. Tsai et al. (2020) investigated dairy cow heat stress by monitoring drinking behavior using deep learning CNN with an imaging system and found that drinking behavior reflects the effects of heat stress on dairy cows. Wu et al. (2020) investigated a method that was proposed to detect the breathing frequency of standing resting dairy cows by using computer vision and video analysis. A Deeplab V3+ semantic segmentation model was developed using the framework of ResNet-101. Li et al. (2022) studied basic motion behaviors based on cow skeletons and a hybrid convolution algorithm. The multi-resolution module was used to extract cow skeletons. In previous attempts, various hybrid deep-learning tools were used to find animal behaviors. To simplify this issue, the pose estimation technique might be a solution. Pose estimation is a basic computer vision technique that identifies the location of a series of key body parts. In 2014, Toshev and Szegedy (2014) first applied a 2D human pose estimation method to computer vision and found that it was a powerful tool for analysing art human body pose.
estimation technique using the deep learning method. Day by day, researchers developed many updated pose estimation methods such as YOLO, DeepLabCut, LEAP, and DeepPoseKit (M. W. Mathis and Mathis, 2020). Among them, DeepLabCut is the first tool for animal pose estimation, which uses ResNets transfer learning to reduce the training times (A. Mathis et al., 2018, 2021). In this study, the DeepLabCut pose estimation technique was used to train and validate the model for tracking cattle body parts.

Recently, to identify and classify livestock activity, different artificial neural networks have been used to improve the performance of recognition tasks. Chen et al. (2020) investigated pig drinking and drinker-playing behavior recognition based on ResNet50 and Long short-term memory (LSTM), and the classification accuracy for the body and head regions was found as 0.87 and 0.93, respectively. Wu et al. (2021) used a fusion of convolutional neural networks and LSTM for recognizing the basic behaviors (drinking, ruminating, walking, standing, and lying) of a single cow. Nasiri et al. (2022) proposed a technique to identify pose estimation-based lameness recognition for boilers using the CNN-LSTM model. Du et al. (2022) used the Resnet50-LSTM model to investigate the Broodstock breeding behavior, and the investigated method achieved an average accuracy of 97.32% for five kinds of breeding behavior recognition.

Based on the above-mentioned automatic livestock behavior recognition works, the artificial neural network and video analysis play an important role. Although researchers tried to identify different behavior for various purposes, not sufficient methods were reported to recognize the beef cattle and/or cow drinking behavior. Identifying this behavior is crucial to detecting heat stress. Consequently, as an alternative to previous behavior recognition methods, this paper intended to evaluate beef cattle drinking behavior by considering the skeleton-based body part including a CNN-based model (DeepLabCut) and a time-series network (LSTM). Therefore, the specific objective of this research was to develop a computer vision system for monitoring beef cattle drinking behavior.

Figure 1: Structure of the vision system: (1) mainframe, (2) waterer, (3) sensing unit, (4) solar panel kit, and (5) animal enter the waterer.
Materials and methods

Experimental site

The experiment was conducted at the Middle Tennessee AgResearch and Education Center (MTREC). The vision system consisted of a mainframe, a waterer, a sensing unit, and a solar panel kit (Figure 1). The solar kit was used as the main power source for the scale and the RFID units. The sensing unit included a Raspberry Pi 4 as a microprocessor, an Intel® RealSenseTM D435 camera, and an ultrasonic sensor, was powered using Power over Ethernet (PoE). A custom-designed enclosure was 3D printed to protect the sensing unit. To optimize power usage, the ultrasonic sensor was used to trigger camera recording when an animal is in the vision system.

Data collection and annotation

In this study, the animal drinking behavior was recorded from two camera positions. A total of 78 videos, including 39 videos of each position were recorded. The videos were recorded as Bathymetric Attributed Grid (BAG) files. After that, the MPEG-4 (MP4) (RGB), MP4 (depth), and Hierarchical Data Format (HDF) files were extracted from each BAG file. The MP4 (RGB) files were used to track the key body points. a total of five key points were used to observe the pose skeleton (Figure 2). The skeleton line represents the relationship and position of the key body points by connecting the key body points. An open source ‘VGG Image Annotator’ online Annotator tool was used to level the drinking time for the recorded video as ground truth data (Dutta et al., 2016).

![Camera position 1](image1)
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Figure 2: The annotated key points and beef cattle pose skeleton: (1) head, (2) upper neck, (3) lower neck, (4) left ear, and (5) right ear.

CNN-based pose recognition

Based on the literature review, key body points and pose recognition were identified using the DeepLabCut CNN-based pose estimation tool (Mathis et al., 2018). The DeepLabCut has two ResNets (50 and 101) architectures, and it helps the deconvolutional layers be replaced with dense layers to feature extraction (Russakovsky et al., 2015). The networks have the capability to learn and assign other points based on the higher or lower possibilities. In the last stage, the trained model analyzed the videos and estimated the pose for the whole dataset. In this study, the pre-trained ResNets 50 architecture was utilized as the transfer learning for pose estimation. Figure 3 demonstrates the diagram that outlines the pose estimation workflow.
Figure 3: The diagram outlines the pose estimation workflow: (1) input, (2) pretrained model (ResNets 50), (3) deconvolutional layers, and (4) output with pose skeleton.

**LSTM-based drinking behavior estimation**

A total of 70 videos were used for training the model. In this study, 30-frame sequences were constantly sampled and predicted, and a 30-frame step size was set to make sure that the video sequence was repetitive each time. Therefore, setting the fixed window size as 30, sliding the window with a step size of 30, and then the proposed LSTM algorithm was used to detect the drinking behavior of small video segments obtained from the sequence. Figure 4 shows the schematic diagram of the sliding window video sequence sampling technique.

Figure 4: The schematic diagram of the sliding window sampling technique.

In deep learning studies, the augmentation of data is a very useful method to enhance the efficiency of the trained model by reducing over-sampling and augmenting random transformations (Nasiri et al., 2022). Therefore, before starting the LSTM training, a convolutional AutoEncoder (AE) was applied to augment the training dataset. Figure 5 shows the architecture of the proposed AE and LSTM model. For the AE, the training set was fully randomly split into two sets (train and test) with a proportion of 8:2. The selected AE model was trained for 300 epochs. The mean absolute error loss function and Adam optimizer were used for the AE model. After applying the augmentation process, the proposed LSTM model was trained for 1000 epochs including a cross-entropy loss function and Adam optimizer. The learning rate and learning rate decay
were considered to train the LSTM model as $10^{-5}$ and $10^{-7}$, respectively. The input dimension of the LSTM was $30 \times 10$.

Figure 5: The architecture of the proposed AE (left) and LSTM model (right).

**Results and discussion**

**Pose estimation**

Figure 6 shows the DeepLabCut-based model loss values to identify key points. The model training procedure took nearly five days for each model, and the selected weights of the DeepLabCut were attained at 1030000 iterations along with a loss value of 0.0033 and 0.0023 at the learning rate of 0.001 for camera position 1 and 2, respectively.

Figure 6: The loss values throughout the DeepLabCut model training for two camera positions

**Evaluating the AE and LSTM model performance**

Figure 7 (left) indicates the AE model loss values. The loss values for the best model were 17.90 and 11.77 for training and testing, respectively. There was a decreasing movement in the loss values with increasing epoch.
numbers. After epoch 150, training and testing loss curves were stabilized, which indicates that the proposed AE model has gained sufficient convergence domain. Figure 7 (right) shows the performance of the proposed LSTM model. After 200 epochs, the accuracy and loss curve increased and decreased simultaneously. The accuracy values for the best LSTM model were achieved at 97.35% and 97.37% for training and testing, respectively.

![Figure 7: The changes in loss values during the AE model (left), and loss and accuracy values during the LSTM model (right)](image)

Eight individual videos were used as validation of the proposed LSTM model. Table 1 shows the validation results of the proposed LSTM algorithm. The efficiency and confusion matrix were analyzed to evaluate the model. The highest accuracy was obtained at 98% for video numbers 1, 4, 5, 6, and 7. The lowest accuracy was obtained at 95% for video number 2. In addition, this proposed algorithm was able to calculate the drinking and non-drinking time.

<table>
<thead>
<tr>
<th>Video Number</th>
<th>Accuracy (%)</th>
<th>TP: Drinking (s)</th>
<th>TN: Non-drinking (s)</th>
<th>FP: Drinking (s)</th>
<th>FN: Non-drinking (s)</th>
<th>Drinking time (s)</th>
<th>Non-drinking time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98</td>
<td>36</td>
<td>20</td>
<td>0</td>
<td>1</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>96</td>
<td>16</td>
<td>39</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>95</td>
<td>26</td>
<td>28</td>
<td>0</td>
<td>3</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>98</td>
<td>15</td>
<td>41</td>
<td>1</td>
<td>0</td>
<td>41</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>98</td>
<td>21</td>
<td>36</td>
<td>0</td>
<td>1</td>
<td>37</td>
<td>21</td>
</tr>
<tr>
<td>6</td>
<td>98</td>
<td>40</td>
<td>17</td>
<td>0</td>
<td>1</td>
<td>18</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>98</td>
<td>44</td>
<td>13</td>
<td>0</td>
<td>1</td>
<td>14</td>
<td>44</td>
</tr>
<tr>
<td>8</td>
<td>97</td>
<td>17</td>
<td>39</td>
<td>2</td>
<td>0</td>
<td>39</td>
<td>19</td>
</tr>
</tbody>
</table>

** Video numbers 1 to 4 were recorded as camera position 1, and 5 to 8 were recorded as camera position 2
** TP = True positive, TN = True negative, FP = False positive, and FN = False negative

**Conclusions**

This study proposed a skeleton-based computer vision drinking behavior recognition in beef cattle. The study established the first different camera position beef cattle pose estimation using DeepLabCut with ResNet50 backbone. A dataset containing 70 videos was evaluated using a DeepLabCut-based model to create the sequential key body points data. After that, an LSTM was classifying the drinking and non-drinking period by using the sequential key body points data. Currently, we are continuing to collect our video data from
different farms using different camera positions. More collected data will further increase the accuracy of the LSTM as well as different classification model and prepare the vision system for profitable beef farms worldwide.
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