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Identification of cattle facial features via deep learning 
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Abstract 

Cattle identification plays an irreplaceable role in understanding disease trajectories, animal traceability, and 
animal ownership assignment. Although traditional non-biometric methods of cattle identification have been 
used extensively, issues with retention, cost and intentional removal remain. Here we developed a robust 
Deep Learning based cattle facial biometric feature identification system using cattle head images extracted 
from video as the input. The developed methodology differentiated the cattle face from the background via 
a combination of instance and semantic segmentation. The images as video frames were then normalized to 
ensure consistency in the sense of image size and cattle head location. The output of the system was a set of 
identified biometric features for each image. 

A case study was conducted using videos of 25 cattle from 2-year-old beef cattle recorded at the University 
of Sydney John Bruce Pye Farm. The videos were pre-processed, and a database of 5,000 high quality frontal 
images was created. The performance of different neural networks previously used for human facial feature 
identification was then compared. The MobileNetV2 neural network demonstrated the best performance for 
automated identification of cattle facial key regions achieving 99% precision and recall for muzzle detection, 
and 98% precision and recall for eye detection. Thus, the proposed approach enables an automated 
computation of a range of biometric features including, and not limited to, the relative distances between 
eyes, between eye and muzzle and the angle between different facial features. The availability of 
automatically calculated biometric features enables work towards the identification of individual cattle. 
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Introduction 

Artificial intelligence (AI) with the aid of computer vision is boosting various sectors for quality production 
with high efficiency. In the field of livestock production, AI extends its help to farmers and manufacturers to 
improve decision making. Cattle identification plays an irreplaceable role in understanding disease 
trajectories, vaccination and production control, animal traceability, and animal ownership assignment. As 
traditional methods are susceptible to loss, fraud, and duplication, more robust and non-invasive biometric- 
based cattle identification via AI and computer vision techniques have been developed (Awad, 2016). Cattle 
biometric recognition approaches include coat pattern analysis, facial recognition, muzzle print pattern 
analysis, retinal scanning (Baranov et al., 1993; Kumar and Singh, 2017; Kumar et al., 2016; Shojaeipour et al., 
2021). Biometric identification of cattle from muzzle patterns has previously indicated promising results using 
a two-stage YOLOv3-ResNet50 algorithm for muzzle detection followed by biometric identification 
(Shojaeipour et al., (2021). However, those studies relied on high-resolution and high-quality muzzle print or 
eye pattern images which are hard to capture in real-world scenarios. Here we utilised video of cattle heads 
captured on-farm and created a database of manually extracted frontal images for automatic computation 
of cattle facial biometrics with potential applications to cattle traceability throughout livestock supply chain. 
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Materials and methods 

Our two-stage object detection approach is shown in Figure 1. The first stage of the approach consists of 
getting eyes and muzzle regions proposals per image generated by the EdgeBoxes (Zitnick and Dollár, 2014). 
The second stage is the classification of the proposed regions followed by multiple filtering layers to extract 
the regions of interest (ROI). 

 

Figure 1: Workflow of eyes and muzzle automated identification in cattle 
 

The choice of the two-stage approach was driven by the need to have a light-weight model as the one-stage 
object detection algorithms require more computational resources, memory, and time. The bibliometrics for 
one-stage object detection and two-stage object detection are detailed by Lohia et al. (2021). 

Data and pre-processing 

Animal use in this experiment was approved by the University of Sydney Animal Ethics Committee 
(#2021/1916). Videos of 25 white two-year-old Charolais cattle were recorded at the University of Sydney John 
Bruce Pye Farm. A GoPro HERO 10 camera was used, set at 120fps and 4K resolution. While the cattle were 
constrained by a crush, 12 seconds of video was recorded via camera that was manually held at the cattle eye 
level and approximately 50cm horizontally away from its head. 

Python code was developed for the pre-processing of the recorded videos and creating the database 
required for this experiment. The first step was an automated extraction of the frames from the video of 
each individual cattle followed by manual selection of frontal images. As a result, a database of 5,000 frontal 
images (i.e., images with visible two eyes and muzzle) with resolution of 3,840×2,160 pixels was created (left 
image in Figure 2). 

The second step was an automated detection of the animal in the image via a combination of deep learning- 
based instance and semantic segmentation methodologies (Bolya et al., 2019; Garcia-Garcia et al., 2017). The 
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background of each image was then removed using the image’s masks obtained through the segmentation. 
(Figure 2, image in the middle). 

As the distance between the cattle head and camera was not fixed, the images were normalized by centering 
and cropping them to the same size. To calculate the center point of the cattle head in image, the regions of 
eyes and muzzle were manually annotated via VGG Image Annotator (Dutta et al., 2016). The following three 
labels were introduced: muzzle, right eye, left eye. The labels were assigned to the corresponding regions 
around the features visible in the image (Figure 3). The center point of the cattle head in image was defined 
as the center of the triangle with the vertices in the centers of the regions for left eye, right eye, and muzzle. 
Finally, all the images were cropped using the calculated center point and the fixed size of 720×720 pixels 
(Figure 2, right image). 

 

Figure 2: Frontal image through the pre-processing flow 
 

Figure 3: Annotation of the regions of interest in image: muzzle, right eye, left eye. 
 

Database generation 

To generate a comprehensive database of eyes, muzzle and background for the model selection step 
described in the workflow (Figure 1), the EdgeBoxes approach (Zitnick and Dollár, 2014) was applied to the 
4000 pre-processed images of randomly selected 20 cattle. The intersection over union (IOU) was calculated 
between the regions suggested by the EdgeBoxes and the manually annotated ROI for each image. All the 
annotated regions were considered as the positive inputs of eyes and muzzle. The suggested regions with 
the IOU of 0% were considered as the negative inputs and were labeled as background. All the inputs were 
resized to 224×224 pixels, which is a commonly used input size for neural network applications. The 
generated database resulted in 8,000 images of eyes, 4,000 images of muzzle, and 16,000 images of 
background as shown Figure 4. 
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Figure 4: An example of the generated database: extracted and re-sized images of eyes and muzzle (left) and with 
the addition of background images (right). 

 

Model selection 

The architecture of MobileNet, VGG, ResNet50, DenseNet and Xception neural networks (and their versions) 
commonly used in image classification was slightly modified to fit the context of usage. The backbone of the 
networks was kept the same and the output layers were modified - as shown in Figure 5 for the MobileNetV2 
(Sandler et al., 2018). Specifically, the final dense layers of the networks were replaced by an average pool 
layer with pool size 7×7 followed by the flatten layer and the dense layer with 128 neurons. To prevent 
overfitting, the dropout rate was set to 0.5. The final decision dense layer was replaced by 3 outputs 
representing the likelihood of eye, muzzle, and background. This modification aimed to reduce the inferring 
time and to enhance the robustness. 

To evaluate the performance of the modified five networks, the generated database of eyes, muzzle, and 
background was randomly split into five parts. One part was used for testing while the other four parts were 
further split into training and validation sets using 5-fold split (4 for training and 1 for validation). This data 
split process was stratified resulting in almost equal proportions of eyes, muzzle, and background in each 
fold. To compute the cross-entropy loss between the labels and predictions, categorical cross-entropy loss 
function was used. The batch size and learning rate were set to 256 and 0.001, respectively. As an adaptive 
optimizer can reach higher accuracy at the early stage of training (Zhou et al., 2020), Adam optimizer was 
utilised. 

The performance of the modified five networks was compared to select the most suitable network. The 
comparison was based on the three metrics: running time, accuracy and number of parameters, aiming to 
select the network that achieves a high accuracy with as few parameters as possible in an acceptable time. 

 
 
 
 
 

 
Figure 5: Architecture of the modified MobileNetV2 network 
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Region identification 

The output of the region identification step was used for automated evaluation of the performance of the 
proposed approach for identification of eyes and muzzle in cattle Figure 1. As the database of images of the 
20 cattle were already used for model selection, 100 pre-processed images of the remaining 5 cattle were 
utilised for the performance evaluation. 

The EdgeBoxes approach was applied to each of the 100 images resulting in 3000 suggested regions per 
image. The regions were filtered by selecting only the ones that had their dimensions within the variability 
range of eye and muzzle sizes observed in the dataset used for the model selection. All the selected regions 
were classified via the chosen neural network and the regions with the estimated probability higher than 68% 
were selected. This threshold was chosen based on visual inspection of classification outcomes on the model 
selection database. Further filtering of the regions identified as eye or muzzle was conducted using the 
dimension variation range of the corresponding feature. To replace the overlapping regions classified as the 
same feature by a single representative region, the Non-Maximum Suppression (NMS) algorithm (Hosang et 
al., 2017) was applied. The input to the NMS algorithm was the regions with the corresponding estimated 
probabilities. The final step was the selection of the region with the highest estimated probability per the 
general area in the image where the corresponding feature (i.e., left eye, right eye and muzzle) was expected 
to be. 

 

Figure 6: Performance of the five modified networks and their versions: (a) performance of the running time; (b) 
performance of the accuracy; (c) performance of the number of parameters. The selected network is highlighted 
in light gray. 
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Results and discussion 

Model selection 

Running time significantly impacts the usability of the network: the shorter running time means faster 
processing of a new image, which is crucial when the number of processed images is large or when a real- 
time response is needed (e.g., feature identification in live-streaming video). The larger number of network’s 
parameters leads to higher computational cost increasing the running time. Finally, higher accuracy of the 
network ensures more accurate estimation, in our case more accurate assignment of the labels to the 
regions. These three metrics were utilised to compare the performance of the five modified networks and 
their versions as shown in Figure 6. 

Comparison of the networks’ performance based on the running time (Figure 6a). demonstrated that the 
VGG16, VGG19, DenseNet169, DenseNet201 and Xception required longer time per batch than other 
networks, i.e., approximately three seconds or more per batch. While the ResNet50 achieved the accuracy 
of about 80%, the accuracy of the remaining networks (MobileNet, MobileNetV2, ResNet50V2 and 
DenseNet121) was about 99% (Figure 6b). Finally, the MobileNetV2 network was selected as it used a smaller 
number of parameters (about 2.3 million) than the MobileNet, ResNet50V2 and DenseNet121 (Figure 6c). 

 

 

 
Region identification 

Figure 7: Demonstration of the region identification process 

Figure 7 presents the steps of the region identification process described in the workflow of eyes and muzzle 
automated identification (Figure 1) as applied to a new given image of cattle head. 
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The robust evaluation of the performance of the proposed region identification process requires the 
availability of reliable ground truth. The regions of eyes and muzzle manually annotated during the pre- 
processing of the 100 images of the five cattle were employed as the ground truth. For each facial feature in 
the image, the IOU between the ground truth and the corresponding estimated region was computed. The 
region estimate for a feature was considered to be correct if it had the correct label (i.e., eye or muzzle) and 
its IOU with the ground truth region was greater than 50%. The performance evaluation on the 100 images 
resulted in precision and recall being both 99% for muzzle detection, and 98% and 97.5%, respectively, for eyes 
detection. 

 

Conclusions 

State-of-the-art AI techniques and object detection algorithms present new opportunities to develop more 
robust and non-invasive capabilities for automated identification of individual cattle. Facial biometrics 
identification can be a key step towards this. We demonstrated that a two-stage deep learning-based object 
detection approach can be adopted for an automated identification of eyes and muzzle in an image. To 
enable this, we generated a database of 5,000 frontal images of cattle heads via manual extraction of frames 
from the videos captured on-farm. The performance evaluation of the approach resulted in a high precision 
and recall (98%-99%) in eyes and muzzle detection. While the suggested approach was tested on white 
Charolais cattle, it can be extended to other breeds, such as black Angus. This can open new possibilities for 
automatic computation of cattle facial biometrics with potential applications to cattle traceability 
throughout the livestock supply chain. 
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